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Abstract

As the global energy demand is increasing, the share of renewable energy and specifically wind energy in the supply is growing. While vast literature exists on the design and operation of wind turbines, there exists a gap in the literature with regards to the investigation and analysis of wind turbine accidents. This paper describes the application of text mining and machine learning techniques for discovering actionable insights and knowledge from news articles on wind turbine accidents. The applied analysis methods are text processing, clustering, and multidimensional scaling (MDS). These methods have been combined under a single analysis framework, and new insights have been discovered for the domain. The results of our research can be used by wind turbine manufacturers, engineering companies, insurance companies, and government institutions to address problem areas and enhance systems and processes throughout the wind energy value chain.
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I. INTRODUCTION

Energy demand in the world is growing at a fast pace. According to International Energy Agency, world electricity demand will increase by more than two-thirds over the period 2011-2035. In this growth scenario, the share of renewable energy sources in total power generation will rise from 20% in 2011 to 31% in 2035, and renewables will eventually overtake gas and eventually coal as the energy source [1]. As the world demand for energy and renewable energy is growing, so is the popularity of wind energy. According to 2016 statistics released by The Global Wind Energy Council (GWECD), the cumulative global wind energy capacity reached a total of 318,137 MW by the end of 2016 and will more than double by 2021 to 800GW by 2021 [2].

Wind turbines (Figure 1) are mechatronic devices that convert wind energy into electrical energy via mechanical energy. Figure 1 demonstrates the basic components of a wind turbine. A successful wind turbine design depends on the proper design of the turbine's components: Blades are designed with aerodynamic calculations to maximize the torque; rotor is the rotational device that turns the shaft and starts the energy production cycle; the generator is where the energy is finally produced. There are both low-speed shafts and high-speed shafts in a typical wind turbine design; gears in the gear box make the shafts turn at the correct speed; brakes work for emergency stopping or slowing down of the turbines. Anemometer calculates the wind speed. Some turbines control and adjust the shaft speed based on the wind speed read from the anemometer. The yaw control system is another mechanical element that increases the wind turbine's efficiency by minimizing non-symmetrical loads and hence increasing power output [3].

While wind energy industry and the installation of wind turbines are growing, there is comparably little discussion of the possible shortcomings of this energy source, and much less discussion of wind turbine accidents.
Wind turbine accidents are of significance due to several reasons: Firstly, some accidents result in human casualties and injuries, directly and immediately affecting human life. Secondly, wind turbine accidents, especially when they result in human losses, negatively affect the public perception of wind energy and the wind turbine industry. Thirdly, accidents result in various types of costs (loss of revenue, cost of maintenance, loss of reputation, and other costs) and have implications for investors, operators, manufacturers, contractors, and insurance companies, as well as any other party involved in the supply chain. Finally, from a supply chain risk management perspective [4], such accidents may cause disruptions in the energy supply, possibly causing shortages and blackouts at facility, industry, city, or region level.

As of now, the most extensive data on the Internet about wind turbines accidents is available through Caithness Windfarm Information Forum [5], which contains a list of more than 1,900 wind turbine accidents. However, most web links in this list to the news sources do not work properly, and thus the reliability of the list is open to questioning. Other Internet sources contain significantly less data. To our best knowledge, there are no academic studies on mining data from wind turbine accidents, except [6]. The mentioned
paper analyses tabularized data derived from wind turbine accident news, and does not apply any text mining techniques. Therefore, there is a significant gap of knowledge and insights throughout the world with regards to the understanding of wind turbine accidents from a broad unbiased perspective, especially through analytics.

Given the growth of the wind turbine industry, and the lack of academic research as well as industry research, we have decided to contribute to the literature in this area. To this end, we have performed a thorough investigation of wind turbine accidents in business news databases and on the Internet, and have created a database of 218 accident news, with full text available, and with confirmed references to the news sources. Then, we set forward to answering the following critical research questions:

1) How can the accident news text collection be analyzed to come up with insights into wind turbine accidents?

2) What are the terms that appear in the accident news and how are the terms related with each other?

We answer the first research question by introducing an analysis framework based on text mining, for analyzing unstructured wind turbine accident news data. The second research question is answered by applying the developed analysis framework to the text collection, and by discovering new insights into wind turbine accidents and the way they are reported on the media and the Internet.

The remainder of the paper is organized as follows: Section 2 provides a brief review of some relevant literature as the background. Section 3 discusses the methodologies used in the data analysis, including data mining, clustering, multidimensional scaling (MDS), and text mining. Section 4 describes the developed framework. Section 5 communicates the analysis and results, containing the description of the data and the presentation of discovered insights. Finally, Section 6 presents some conclusive remarks.
II. LITERATURE

Text mining applications are ubiquitous, spanning a multitude of industries, including construction [7], automotive [8], and process [9] industries. Text mining has also widely been applied to renewable energy, including wind energy, and it has also been utilized for accident data analysis. However, our extensive review shows that none of existing studies has been conducted for accidents related to the wind turbine.

A. TEXT MINING FOR RENEWABLE ENERGY INDUSTRY

Many of the existing works applying text mining to the renewable energy industry focus on identification of technology trends [10][11][12]. In [10], a large taxonomy for renewable energy is developed for comprehensive trend discovery, based on the scientific articles. The study in [11] conducts patent analysis using text mining techniques to explore patterns of innovation and evolution of energy technologies and compares their innovation characteristics. Text mining is applied in [12] to 12,000 patent documents, providing a visual map of the emphasis areas for R&D in renewable energy field.

B. TEXT MINING FOR WIND ENERGY AND WIND TURBINE

Another group of studies focus on wind energy and wind turbines, and apply text mining [13]-[15]. For example, [13] proposes a new approach in text-mining to identify promising patents for technology transfer and [14] introduces a semi-automatic approach to build ontology for wind energy domain using Wikipedia articles. However, none of these studies apply text mining to the analysis of wind turbine accidents.

C. TEXT MINING OF ACCIDENT DATA

Electronic accident reports usually comprise of large amount of unstructured text and are primary data sources for knowledge discovery of accident information using text mining techniques [14]-[19]. The majority of the existing works for text mining on accident data aims to identify the risk factors, which may be used to improve safety measures and safety training, identify new areas of invention and support new engineering strategies for safety. There does not exist any study in the literature on the text mining of wind turbine accidents.
III. Methodology

A. Data Mining

Data mining is the field of computer science that deals with a fundamental question: “How can we analyze data using computational methods, so that we can extract useful information and discover valuable knowledge from it?” [20]. The field of data mining is sometimes also referred to as data analytics (despite subtle differences between the two concepts), and it is the cornerstone of popular concepts of business analytics [21] and big data [22]. Data mining encompasses a multitude of methods that are used to analyze different types of data and for different types of goals [23]-[27]. The ultimate goal of all these methods is to provide organizations and people in organizations with value, obtained from—typically vast volume, various, and high-velocity—data.

B. Clustering

Clustering is an unsupervised machine learning technique, which aims at grouping data objects (observations, examples) into groups or clusters, such that observations within a cluster have high similarity, whereas they are dissimilar to the observations in other clusters (Han et al. [20], page 443). Clustering results in groups of observations represented by centroids, that is, central representative points. In our research, we applied clustering to group the text documents and describe the terms in the text documents.

C. Multidimensional scaling (MDS)

Multidimensional scaling (MDS) is a method for reducing the dimensionality of a dataset by mapping it on a lower-dimensional space [28]. The mapping is performed based on the distance between the data objects, such that strain (a loss function) is minimized. For example, in this study, MDS is used to map text documents and terms, respectively, onto two-dimensional planes. The distance norm in MDS can be one of many different norms, including Euclidean, Pearson correlation, and Hamming. In this study, Pearson correlation was the selected distance norm. MDS was selected because it preserves the distance
between data points. Alternative dimensionality reduction technique of Principal Component Analysis (PCA) can also be used if the objective is to preserve covariance of data. The focus of this paper is not the specific technique used for dimensionality reduction and instead it is the text mining process, hence we did not apply any alternative methods at this step.

D. Text Mining

Text mining is the branch of data mining aimed at discovering interesting and nontrivial knowledge from text documents [29]. The common practice in text mining is the extraction of critical attribute information from unstructured text documents through text processing, and then analyzing this structured constructed data with well-known data mining algorithms [30]. Attribute selection allows the removal of the irrelevant and noisy information present in text documents and focuses to only on relevant and informative data for use in text mining.

In the text mining study presented in this paper, we followed the described common approach of processing text documents, extracting term frequencies as features, and using this feature set to perform clustering and multidimensional scaling (MDS).

E. Ontology Development

Ontology is a branch of philosophy. Descriptive ontology is concerned with the collection of information, whereas formal ontology distills, filters, codifies and organizes the results of descriptive ontology. While ontology is a scientific discipline, an ontology is a classification of categories; a formal, explicit specification of shared conceptualization ([31], page 4; [32], page 3). The five basic principles for the design of ontologies are clarity, minimal encoding bias, extendibility, coherence, minimal ontological commitments ([31], pages 8-9).

In this study, initially a set of 474 terms were obtained through filtering by a human domain expert from among the frequent terms that were obtained through text processing. Then an ontology was constructed for terms, by further filtering among these filtered terms and categorizing them. The ontology consists of four categories of Month, Turbine Component, Country, and Outcome. In the analysis and results stage of the study,
the ontology allowed focusing on the interactions between the terms in these main categories. The 40 terms included in the ontology for the wind turbine accidents are hereafter referred to as ontology terms.

IV. FRAMEWORK

The analysis framework is illustrated in Figure 2. The framework takes the text collection as the primary input. Two term sets are used in analyzing the text collection: Term Set 1 contains terms filtered by a human expert that are relevant to the domain. Term Set 2 contains only the terms within Term Set 1 which are part of a particular ontology.

Firstly, text processing is applied to identify all the frequent terms in the text collection and compute their term frequencies.

For text processing and attribute extraction, the process given in [30] was followed, using the RapidMiner software (http://rapidminer.com). Text processing begins with the reading of data from the text collection and continues with the manipulation of this data using text processing algorithms. There are two important settings that are fundamental to the text processing: In the study, the vector creation method was selected as term frequency. This method results in the computation of the relative frequencies of each of the terms in each of the documents in the data set. For example, if a term appears 4 times within a document that consist of 100 words, then the relative frequency of that term is \( \frac{4}{100} = 0.04 \). This value of 0.04 appears in the constructed dataset, under the column for that term, at the row for that document. Another critical setting is the pruning method, which was selected as percentual pruning in this study. Value for the prune below percent parameter was set as 0.05, meaning that we selected and constructed feature vector for words that appear in at least 5% of the documents in the text collection.

There are seven operators nested within the text processing process, that are serially linked: 1) Tokenize Nonletters and 2) Tokenize Linguistic operators are both created by selecting the Tokenize operator, but with different parameter selections. The former operator tokenizes based on non-letters whereas the latter operator tokenizes based on
the linguistic sentences within the English language. 3) *Filter Stopwords* (English) operator removes the stop words in the English language from the text data set. 4) *Filter Tokens (by Length)* operator removes all the words composed of less than min chars characters and more than max chars characters. In our study, words that have less than 2 characters or more than 25 characters were removed from the data set. 5) *Stem (Porter)* operator performs stemming, identifying the stem/root of terms; 6) *Transform Cases* operator transforms all the characters in the text into lower case. 7) *Generate nGrams* generates terms of length up to a maximum length \( n \). The only parameter for this operator is \( \text{max length} \), which was set equal to 1 in our example.

Following text processing, a human-involved activity is conducted, where a domain expert filters terms related with the domain, resulting in Term Set 1. This is followed by another human-involved activity, where the domain expert creates an ontology of terms and filters out only the terms in the ontology, resulting in Term Set 2. In the last step of this process, unsupervised machine learning methods are applied based on Term Sets 1 and 2.

A critical step in the developed and applied data mining framework is the construction of ontology for the domain of wind turbine accidents. While we could have constructed such ontology through mining of Wikipedia articles before the text processing itself, we opted for first observing the text processing outputs and then constructing the ontology based on the observed terms.

The ontology constructed in our study is illustrated in Figure 3. The ontology has four main categories, which contain the ontology terms as word stems (shown in bold and blue color), as their immediate children nodes. Some of the ontology terms contain terms branching under them. These branched terms are merged into the ontology term, with their term frequencies being summed up to compute the term frequency of the ontology term.

The unsupervised machine learning process (Figure 4), which was executed in Orange software (https://orange.biolab.si/), begins with the reading of source data, and verification of the data by inspecting it in a data table. Next, the attributes are selected for machine learning. Unsupervised learning is conducted for documents and terms, and is
based on the distances among the data objects. The data objects are documents and terms, respectively, in the two analyses. In each analysis, distance map is visualized, multidimensional scaling (MDS) is carried out and the resulting visualization is analyzed, and hierarchical clustering is carried out and the resulting dendrogram visualization is analyzed.

A. Data

The most extensive data on the Internet about wind turbines accidents is made available by Caithness Windfarm Information Forum [5], which contains a list of more than 1,900 wind turbine accidents (1,400 at the time of data collection) in the UK and the world. However, most web links in this list to the news sources do not work properly, the original news article cannot be reached, and the data does not enable detailed analysis. Especially the inaccessibility to original news articles raised concerns from an academic point of view in the first year of our project. Similar websites, where lists of accidents are compiled, have the same problem, while containing much less data. After the first year of the project, we decided to focus on compiling our own dataset, also collecting the full text of accident news. This would result in a smaller, but verifiable dataset.

V. Analysis and Results

The accident news dataset in this study was collected over a 12-month period, scanning the Ebscohost and Lexis Nexis databases, and searching over the Internet through Google. More than 5,000 search results were scanned, more than 2000 were clicked, skimmed, and/or read, while only a small portion were found highly related. All the 1400+ accidents in the Caithness Farm dataset have been searched for over the Internet through the news titles. Eventually, 218 news, whose sources were verified, were found to directly report wind turbine accidents.
Fig. 2. The framework for the analysis of text collection of wind turbine accident news.
A. Results

The first line of analysis in unsupervised learning is the analysis of the documents in the text collection. While unsupervised learning has been conducted using both databases with Term Sets 1 and 2, only the results for Term Set 2 are presented in this paper.

Figure 5 illustrates the result of MDS, where the documents are mapped based on the Spearman correlation between them. The correlation between two documents is computed based on the frequencies of terms in the documents, i.e., based on two vectors of length 40. Two documents are similar if they are firstly linked and then positioned close to each other on the MDS visualization. This analysis is particularly useful for
benchmarking studies, where an organization is interested in finding accident news similar to its own case. One can observe two natural clusters of the documents, and the dense cluster contains many similar documents.

The second line of analysis in unsupervised learning is the analysis of the terms that appear in the text collection. We share in this paper only the results for the ontology terms, both due to space limitations, and the fact that more interesting and clear insights can be obtained in this case (compared to Term Set 1).

Figure 6 illustrates the result of MDS, where the ontology terms are mapped based on the correlations among them. The correlation between two documents is computed based on the frequencies, i.e., based on two vectors length 218. Two terms are associated if they are linked and positioned close to each other on the MDS visualization. This analysis is especially useful for linking the terms under different categories of the constructed ontology.

For example, on the left side of visualization, the words truck and trailer (under the category Turbine Component) are tightly associated, as expected. An unexpected pattern, however, is the fact that the months July, September and (juli, septemb, octob under the category Month) are also associated with either one or two of these terms. This pattern suggests that transportation-related accidents may be taking place especially in these three months. The term death on the lower left corner the visualization is especially important, and seems associated with the foundation and crane components, as well as the months of August and September. Deaths are also closely associated with China, indicating that the accidents regarding China report death more frequently than regarding any other country.

The lower right corner of the MDS visualization contains the terms nacel, compon, bolt, march, april, indicating the association between terms. This suggests that failure of components in the nacel (especially the bolt), have a tendency to fail in March and April.

The upper right corner of the visualization reveals another pattern: The accidents in Denmark frequently involve blade and brake, and blade accidents happen frequently in February and brake accidents happen frequently in December. Finally, the upper left
corner of the visualization suggests that frequent accidents are observed in the UK in the month of November.

Figure 7 gives the dendrogram obtained through the hierarchical clustering of the ontology words. Terms under the branches with the same color are associated with each other. One cluster contains the terms *august*, *death*, *september*, and *crane*.

This cluster basically reiterates one of the insights that we obtained earlier yet, there are many other patterns and insights that can be observed, some of which are listed below:

- In Germany, foundation of the turbine fails frequently in December.
- In June and July, problems are frequently observed in the engine, cables, structure and tower.
- Accidents in China are associated with the electricity grid.
- Blade failures are most frequently observed in January and February.

The insights obtained above highlight not only the possible risks for each country, but also the timing in the year.

This type of information can be used by manufacturers in designing better components that can endure the conditions in those periods and countries. Engineering companies can use these insights in planning their preventive maintenance activities and developing better safety procedures. Insurance companies can plan their policies in the light of these discovered risk patterns, especially involving death, injury, as well as complete system failure. Governments also can use these insights, in establishing new and better regulations.
Fig. 4. The unsupervised learning process, consisting of the clustering and multidimensional scaling (MDS), applied on the structured database obtained through text processing.

Fig. 5. Multidimensional scaling (MDS) visualization of documents in the text collection.
VI. CONCLUSIONS AND FUTURE WORK

For the first time in the literature, our research directly analyzes the text contents of news articles on wind turbine accidents to come up with multi-faceted insights and new knowledge. We employed unsupervised machine learning for the analysis of processed
text documents and revealed novel insights for the domain. While a basic insight is the list of terms related with accidents, deeper insights include the association of term pairs and term groups with each other. Many insights span through turbine components, countries, and months of the year, such as many deaths being due to crane failures in September, and turbines in Denmark failing mainly due to blade and brake problems. Our research discovers non-obvious relations that can help in the identification of risk factors that lead to death and injuries, and help with planning throughout the wind energy value chain.

Future research on the topic can work with larger document collections, not necessarily coming from publicly available news articles, but maybe also from industry, NGO (non-governmental organization) and government sources, such as regulation bodies. We project that especially official accident reports can help in the generation of significant new insights. Other research, from a methodological perspective, includes the automatic identification of documents that report particular outcomes, such as death and injuries by using supervised machine learning techniques such as ranking and classification. Furthermore, for collecting the data, techniques from information retrieval can be extensively used and adopted, possibly in interaction with the data mining techniques adopted.

ACKNOWLEDGMENT

The authors thank Sena Pakter, Soner Ulun, Dilara Naibi, Servet Büyükçoğlu, İnanç Ann, Kamil Çöllü, Mete Sevinç, and Byung-Geun Choi for collecting and/or cleaning the data for the study. The authors thank Çağrı Haksöz for his valuable comments that improved the paper. This research was partially funded by internal grant from Abu Dhabi University’s Center of Excellence for Sustainable Business Processes.
Fig. 7. Dendrogram of terms in the ontology terms set (Term Set 2), showing their hierarchical clustering.
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